Differentiation of glioblastoma from solitary brain metastases using radiomic machine-learning classifiers
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ABSTRACT

This study aimed to identify the optimal radiomic machine-learning classifier for differentiating glioblastoma (GBM) from solitary brain metastases (MET) preoperatively. Four hundred and twelve patients with solitary brain tumors (242 GBM and 170 solitary brain MET) were divided into training (n = 227) and test (n = 185) cohorts. Radiomic features extraction was performed with PyRadiomics software. In the training cohort, twelve feature selection methods and seven classification methods were evaluated to construct favorable radiomic machine-learning classifiers. The performance of the classifiers was evaluated using the area under the curve (AUC) and relative standard deviation in percentile (RSD). In the training cohort, thirteen classifiers had favorable predictive performances (AUC ≥ 0.95 and RSD ≤ 6). In the test cohort, receiver operating characteristic (ROC) curve analysis revealed that support vector machines (SVM) + least absolute shrinkage and selection operator (LASSO) (AUC, 0.90) classifiers had the highest prediction efficacy. Furthermore, the clinical performance of the best classifier was superior to neuroradiologists in accuracy, sensitivity, and specificity. In conclusion, employing radiomic machine-learning technology could help neuroradiologist in differentiating GBM from solitary brain MET preoperatively.

1. Introduction

Brain metastases (MET) and glioblastoma (GBM) are the most common malignant brain neoplasms in adults [1,2]. Therapeutic strategies for these two diseases are very different: the current standard of treatment for newly diagnosed GBM is maximal resection of the tumor, followed by radiotherapy and temozolomide [3], while stereotactic radiosurgery is considered an effective strategy in the treatment of MET with the advantage of excellent local control rates with minimal invasiveness [4]. Consequently, accurate preoperative differentiation of MET and GBM is critical for the individualized therapeutic decision making. Some studies have revealed that clinical history and multiplicity of lesions can facilitate differentiation between these two neoplasms [5]. Nonetheless, conventional solitary brain MET MRI features are similar to GBM, making clinical differentiation difficult.

Recently, due to the evolution of imaging hardware and technology, advanced imaging modalities play an important role in differentiating GBM from brain MET [6–8]. Advanced imaging modalities including...
perfusion MRI [9], diffusion weighted imaging [10] and magnetic resonance spectroscopy [11], provide ways to obtain information regarding the physiological and metabolic characterization of brain tumors. Although these advanced imaging modalities are attracting attention, no single finding has been substantive enough to guide clinical practice. Three major limitations remain in the previous studies. First, most studies to date have a relatively small sample size; thus, the predictive models have been typically designed and validated on the same cohort, consequently decreasing their generalizability. Second, initial attempts were limited to a handful of predefined imaging features, as opposed to extracting high-dimensional, mineable, and quantitative imaging features via high-throughput data-mining algorithms. Finally, the power of modern machine-learning technology has not yet been well utilized. Thus, there are limited data available regarding radiomic features as a means to distinguish GBM from MET.

In this study, we extracted a large panel of radiomic features from contrast-enhancement (CE) imaging data for 412 patients with solitary brain tumors. Machine-learning based feature selection and classification evaluation were performed in a training cohort and tested in an independent test cohort. Our hypothesis is that combining machine-learning technologies and high-dimensional radiomic features will facilitate the differentiation of GBM from solitary brain MET.

2. Materials and methods

2.1. Patient enrollment

This study was approved by the ethics committee of Beijing Tiantan Hospital. A total of 142 patients with histologically confirmed GBM diagnoses from the Cancer Genome Atlas (TCGA) (http://cancergenome.nih.gov) and 85 patients with solitary brain MET from the Beijing Tiantan Hospital (from September 2014 to May 2016) were collected as a training cohort, and an independent test cohort was built by the data from 185 patients (100 with GBM and 85 patients with solitary brain MET), which were retrospectively collected from Beijing Tiantan Hospital (from June 2016 to January 2018). The inclusion criteria were listed as follows: (I) pathologically confirmed GBM or solitary brain MET according to the World Health Organization (WHO) criteria [12]; (II) preoperative multi-parametric MRI scans including T1-weighted (T1), T2-weighted (T2) and CE data were available; (III) patients had no history of preoperative treatment; (IV) all the GBM cases were newly-diagnosed and without history of prior lower-grade brain cancer; and (V) clinical characteristics were available. The detailed characterization of each clinical case was listed in Supplementary Table 1.

2.2. MRI data acquisition and region-of-interest segmentation

MRI data for 142 patients with GBM from TCGA were downloaded from the Cancer Imaging Archive (http://www.cancerimagingarchive.net). MRI scans in the CGGA were generally performed using a Siemens Trio 3-T scanner (Siemens Healthcare, Erlangen, Germany), and typically included axial T1 data (repetition time, 450 ms; echo time, 15 ms; slice thickness, 5 mm), CE scans using 0.1 mmol/kg of DTPA-Gd injections (Beijing Beilu Pharmaceutical Co., Beijing China) (repetition time, 450 ms; echo time, 15 ms; slice thickness, 5 mm), and T2 images (repetition time, 5800 ms; echo time, 110 ms; slice thickness, 5 mm), with a 24 cm field of view and a matrix size of 384 × 300 pixels. In order to make the model simple and easy to use, we only segmented the tumor on CE images. The region of interest (ROI) was manually drawn according to the tumor boundary on CE images by two neuroradiologists independently, with an open-source software MRicro (http://www.mccauslandcenter.sc.edu/mricro/). These two neuroradiologists were blinded to the clinical data. An overview of the radiomics workflow is shown in Fig. 1.

2.3. Radiomic feature extraction

The extraction of the radiomic features was conducted by using PyRadiomics [13], a flexible open-source platform capable of extracting a large panel of engineered features from medical images; this radiomic quantification platform enables the standardization of both feature definitions and image processing. The parameter settings of image processing and feature extraction were provided in the supplementary material in order to facilitate the application of our findings. To avoid data heterogeneity bias, all MRI data were subjected to imaging normalization (the intensity of the image was scaled to 0–100) and resampled to the same resolution (3 mm × 3 mm × 3 mm) before feature extraction. For each ROI, six built-in filters (wavelet, Laplacian of Gaussian (LoG), square, square root, logarithm, and exponential) were applied and five feature classes (first order statistics, shape descriptors, and texture classes (gray level cooccurrence matrix, gray level run length matrix, and gray level size zone matrix)) were calculated, which resulted in a total of 1,303 radiomic features (13 shape features, 18 first-order intensity statistics features, 68 texture features, 86 square features, 86 square root features, 86 logarithm features, 86 exponential features, 172 LoG features, and 688 wavelet features). Both the two sets of ROIs generated by the two neuroradiologists would be subject to the feature extraction process, and two sets of radiomic features were obtained. Intraclass correlation coefficients (ICCs) analysis was performed on the two sets of radiomic features in order to assess the stability of each feature. Stable radiomic features were defined by ICCs > 0.8. Subsequently, one set of the stable radiomic features (obtained from the neuroradiologist with 10 years of experience) was selected and normalized to z distribution (value – mean value)/standard deviation for further analysis. Unsupervised K-means clustering analysis was performed on the stable radiomic features to determine if GBM and MET are differentiable by imaging subtype.

2.4. Feature selection methods

In this study, twelve feature selection methods were used in the analysis, which were divided into three categories [15,16]: filter methods (T-test-score (TSCR), Relief (RELF), information gain (IFGN), gain ratio (GNRO), Euclidean distance (EUDT), F-anova (FAOV), Wilcoxon rank sum (WL CX), logistic regression (LG), and mutual information (MUIF)), wrapper methods (support vector machine (SVM)), and embedded methods (10-fold cross-validation least absolute shrinkage and selection operator (LASSO) and random forest (RF)). Feature selection methods were conducted using R software (version 3.4.0, R Foundation for Statistical Computing, Vienna, Austria) and Python (version 3.6.4). Seven of the filter methods were univariate methods (TSCR, RELF, IFGN, GNRO, EUDT, FAOV, and WL CX) and two were multivariate methods (LG and MUIF). For each of the seven univariate methods, we listed the first 100 high-scoring features based on a relevance score. Then, we combined logistic regression model and ROC curve analysis to identify features that could achieve the maximal area under the curve (AUC) by continuing to add features in the list from top to bottom.

2.5. Feature classification methods

We applied seven supervised machine-learning algorithms; these classification methods were Adaboost Classifier (Ada), k-nearest neighbor (KNN), multi-layer perceptron (MLP), decision tree (DT), naïve Bayes (NB), RF, and SVM. Feature classification methods were all implemented using the Python (version 3.6.4) machine-learning library known as scikit-learn (version 19.0) [14].

2.6. Predictive performance of machine-learning classifiers

The 12 subsets of selected features were evaluated by using each of
the 7 classification methods, which generated 84 (12*7 = 84) machine-learning classifiers. We adopted a nomenclature for these classifiers that combined the names of the feature selection method and the classification method. For example, “EUDT_LASSO” was a model based on LASSO classification methods with radiomic features selected by the EUDT feature selection method.

We applied 5-fold cross-validation as the criteria for each of the 84 machine-learning classifiers on the training cohort using the StratifiedKFold iterator in scikit-learn. The area under the curve (AUC) and relative standard deviation in percentile (RSD) were used to evaluate the predictive performance and stability of the classifiers, respectively. RSD was defined as the ratio between the standard deviation and mean of the 5-fold cross-validated AUC values: RSD = (sdAUC/meanAUC) * 100. Then, the trained models were evaluated in an independent test cohort using the AUC. Classifiers with cross-validated values for AUC ≥ 0.95 and RSD ≤ 6 in the training cohort, and the model with the highest AUC value in the test cohort was considered as the final model. Confusion matrix derived metrics including accuracy (ACC), sensitivity, specificity, positive prediction value (PPV) and negative predictive value (NPV) were calculated to further define the final model.

Subsequently, we employed the abovementioned two neuroradiologists, who were blinded to the clinical data, to manually differentiate GBM from MET according to T1, T2 and CE images. The performance of the two neuroradiologists was evaluated with ROC curve analysis, and was compared with the performance of the final machine-leaning model. Chi-square test was performed to compare the proportion of predicted GBM/MET between the neuroradiologist and the final machine-leaning model.

2.7. Statistical analysis

Differences in clinical and MRI characteristics between GBM and MET were assessed by the Student’s t-test or chi-square test, as appropriate. All statistical tests were two-tailed and conducted with a statistical significance level set at 0.05. The statistical analysis and figure plots were performed using R software (version 3.0.1; http://www.R-project.org) and SPSS software (SPSS Inc., Chicago, IL).

3. Results

3.1. Clinical and magnetic resonance imaging characteristics

The clinical and MRI characteristics of the patients in the training and test cohorts are shown in Table 1. There were no significant differences in age or sex between patients with GBM and MET in the two cohorts. The anatomical characteristics revealed via MRI indicated that more patients with infratentorial structures were diagnosed with MET (p < 0.001). However, no differences were found between GBM and MET in the characteristics of necrosis appearance or edema appearance for both cohorts.

3.2. Qualitative radiomic feature analysis

Fig. 2 depicts the robustness of radiomic features using ICC analysis. Shape features (ICC = 0.983 ± 0.015), first-order intensity statistics features (ICC = 0.964 ± 0.046), square features (ICC = 0.979 ± 0.041), square root features (ICC = 0.951 ± 0.058), logarithm features (ICC = 0.938 ± 0.131), exponential features (ICC = 0.985 ± 0.042), and LoG features (ICC = 0.989 ± 0.015) had high ICCs, and were thus more robust, whereas wavelet features had low ICCs (ICC = 0.670 ± 0.256) and were less robust. In total, 898 of the 1,303 (68.9%) extracted radiomic features showed high stability (ICC > 0.8) including 13 shape features, 18 first-order intensity statistics features, 68 texture features, 82 square features, 82 square root features, 82 logarithm features, 85 exponential features, 172 LoG features, and 296 wavelet features. As depicted in Supplementary Fig. 1, we observed two imaging subtypes by conducting unsupervised clustering on these stable features. However, the association between the imaging subtypes and histology subtypes was
In the training cohort, 12 subsets of selected features were screened based on the 12 feature selection methods and were described as follows (the number of selected features was displayed following each method’s name): EUDT_38, FAOV_41, GNRO_17, IFGN_31, LASSO_24, LG_4, MUIF_35, RELF_17, RF_43, SVM_3, TSCR_50, and WLCX_46. Then, based on these 12 subsets of selected features and 7 feature classification methods, we examined 84 machine-learning classifiers. The heatmap of the mean AUC and RSD values of the 84 machine-learning classifiers are shown in Fig. 3. The mean AUC value was 0.90 (range, 0.74 to 0.96) and the mean RSD value was 7.99 (range, 4.19 to 12.66).

### Table 1
Clinical and MRI characteristics of patients with MET and GBM.

<table>
<thead>
<tr>
<th></th>
<th>Training cohort</th>
<th>Test cohort</th>
<th>P value</th>
<th>Training cohort</th>
<th>Test cohort</th>
<th>P value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Age (years)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MET (n = 85)</td>
<td>55.9</td>
<td>57.7</td>
<td>0.278&lt;sup&gt;b&lt;/sup&gt;</td>
<td>56.3</td>
<td>53.4</td>
<td>0.107&lt;sup&gt;b&lt;/sup&gt;</td>
</tr>
<tr>
<td>GBM (n = 142)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Sex</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Female</td>
<td>36</td>
<td>59</td>
<td>0.940&lt;sup&gt;a&lt;/sup&gt;</td>
<td>33</td>
<td>42</td>
<td>0.661&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Male</td>
<td>49</td>
<td>82</td>
<td></td>
<td>52</td>
<td>58</td>
<td></td>
</tr>
<tr>
<td>NA</td>
<td>1</td>
<td></td>
<td></td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Localization</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Supratentorial</td>
<td>69</td>
<td>142</td>
<td>&lt; 0.001&lt;sup&gt;a&lt;/sup&gt;</td>
<td>65</td>
<td>97</td>
<td>&lt; 0.001&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>Infratentorial</td>
<td>16</td>
<td>0</td>
<td></td>
<td>20</td>
<td>3</td>
<td></td>
</tr>
<tr>
<td><strong>Appearance of necrosis</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>73</td>
<td>133</td>
<td>0.050&lt;sup&gt;a&lt;/sup&gt;</td>
<td>78</td>
<td>95</td>
<td>0.242&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>No</td>
<td>12</td>
<td>9</td>
<td></td>
<td>7</td>
<td>5</td>
<td></td>
</tr>
<tr>
<td><strong>Appearance of edema</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Yes</td>
<td>74</td>
<td>130</td>
<td>0.278&lt;sup&gt;a&lt;/sup&gt;</td>
<td>74</td>
<td>83</td>
<td>0.443&lt;sup&gt;a&lt;/sup&gt;</td>
</tr>
<tr>
<td>No</td>
<td>11</td>
<td>12</td>
<td></td>
<td>11</td>
<td>17</td>
<td></td>
</tr>
</tbody>
</table>

Abbreviations: MET, metastases; GBM, glioblastoma; NA, not available.

<sup>a</sup> Chi-square test.

<sup>b</sup> Student’s t-test.

Fig. 2. Boxplot of intraclass correlation coefficients (ICCs) of features extracted from nine feature classes.

not obvious.

### 3.3. Feature selection

In the training cohort, 12 subsets of selected features were screened based on the 12 feature selection methods and were described as follows (the number of selected features was displayed following each method’s name): EUDT_38, FAOV_41, GNRO_17, IFGN_31, LASSO_24, LG_4, MUIF_35, RELF_17, RF_43, SVM_3, TSCR_50, and WLCX_46. Then, based on these 12 subsets of selected features and 7 feature classification methods, we examined 84 machine-learning classifiers. The heatmap of the mean AUC and RSD values of the 84 machine-learning classifiers are shown in Fig. 3. The mean AUC value was 0.90 (range, 0.74 to 0.96) and the mean RSD value was 7.99 (range, 4.19 to 12.66).
SVM classification outperformed other classifications; the mean AUC value of the 12 classifiers using the SVM classification reached 0.945 in the training cohort (Fig. 3A). Regarding prediction stability, the 12 SVM classifiers had a mean RSD value of 6.21, which was the lowest compared to other classifiers (Fig. 3B).

According to the criteria for the cross-validated values (AUC ≥ 0.95 and RSD ≤ 6), thirteen classifiers (RF_Ada, LG_MLP, EUVT_RF, LASSO_RF, RF_RF, EUVT_SVM, FAOV_SVM, IFGN_SVM, LASSO_SVM, MUIF_SVM, RF_SVM, TSCR_SVM, and WLCX_SVM) were selected. The established classifiers were then applied to the test cohort. Among the selected 13 classifiers, the classifier of LASSO_SVM has the highest AUC value (0.90, Fig. 4A), which was chosen as the optimal classifier. The 24 features selected by LASSO and their corresponding descriptions were listed in Supplementary Table 2, including 3 shape features, 4 texture features, 1 square feature, 1 square root feature, 1 logarithm feature, 2 exponential features, 4 LoG features, and 8 wavelet features (Supplementary Table 2). Analysis of the confusion matrix related classification metrics of LASSO_SVM revealed that the accuracy was 82.7%, and the sensitivity, specificity, PPV, and NPV were 79.8%, 87.3%, 90.0%, and 72.9%, respectively (Fig. 4B). The illustration of the 5-fold cross-validated ROC curve of the LASSO_SVM classifier in the training cohort and ROC curve of the LASSO_SVM classifier in the test cohort.
the selected radiomic machine-learning classifier were shown in Fig. 5, panels A and B. Also, the clinical value of operator; SVM, support vector machine. NPV, negative prediction value; LASSO, least absolute shrinkage and selection operator. Abbreviations: Sen, sensitivity; Spe, specificity; PPV, positive prediction value; LASSO, least absolute shrinkage and selection operator; SVM, support vector machine.

Comparison of predictive performance between radiomic machine-learning classifiers and neuroradiologists in the training cohort.

<table>
<thead>
<tr>
<th>Neuroradiologists</th>
<th>Sen, P</th>
<th>Spe, P</th>
<th>NPV</th>
<th>PPV</th>
<th>Accuracy, P</th>
</tr>
</thead>
<tbody>
<tr>
<td>5 year</td>
<td>0.66, 0.022^a</td>
<td>0.60, &lt; 0.001^a</td>
<td>0.67</td>
<td>0.59</td>
<td>0.63, &lt; 0.001^a</td>
</tr>
<tr>
<td>10 year</td>
<td>0.66, 0.025^a</td>
<td>0.65, 0.003^a</td>
<td>0.75</td>
<td>0.54</td>
<td>0.65, &lt; 0.001^a</td>
</tr>
<tr>
<td>LASSO_SVM</td>
<td>0.80, ———</td>
<td>0.87, ———</td>
<td>0.90</td>
<td>0.73</td>
<td>0.83, ———</td>
</tr>
</tbody>
</table>

Abbreviations: Sen, sensitivity; Spe, specificity; PPV, positive prediction value; NPV, negative prediction value; LASSO, least absolute shrinkage and selection operator; SVM, support vector machine.

^a Chi-square test.

cohort were shown in Fig. 5, panels A and B. Also, the clinical value of the selected radiomic machine-learning classifier was further evaluated by comparing its performance with the assessment of the test cohort data by two neuroradiologists. As shown in Table 2, the classifier of LASSO_SVM was superior to neuroradiologists in accuracy, sensitivity, and specificity.

4. Discussion

In this study, by integrating a large panel of radiomic features and machine-learning techniques, we established an accurate and reproducible classifier to distinguish patients with MET from patients with GBM. Importantly, this efficient classifier was obtained using cross-validation and was subsequently tested on an entirely new test cohort, bolstering its generalizability. In addition, we found that this radiomic machine-learning classifier was superior to neuroradiologists in diagnostic accuracy, sensitivity, and specificity.

Traditionally, several conventional observable MRI features such as the maximum diameter of peritumoral edema compared to the diameter of the contrast enhancing tumor, peritumoral T2 prolongation, and tumor morphology have been used to differentiate between GBM and MET [17,18]. However, these morphological parameters are non-specific and subject to individual interpretation, resulting in a high level of inter-observer variability. The inclusion of advanced imaging features, which could characterize tumor cellularity, microvascular permeability, and vascular proliferation, can improve diagnostic accuracy compared to the use of conventional MRI features. For instance, a previous study indicated that diffusion tensor imaging is a very promising imaging tool for differentiating GBM from MET [6]. Similarly, some recent studies also showed that measuring the relative cerebral blood volume in a tumor by using the dynamic susceptibility contrast technique could discriminate GBM from MET, significantly enhancing diagnostic abilities [19,20]. However, other studies showed inconsistent results [21–23]. The discrepancies might be explained by different of parameter analyses, section selection, or ROI positioning [18]. Moreover, these advanced imaging modalities are not readily available tools in most radiology departments and require more examination time, which limit their use in clinical practice.

Recently, radiomic analysis has been considered as a useful tool to extract a large number of quantitative features from medical images [24,25]. It can provide more metabolic and biologic information in addition to conventional MRI metrics [26]. In recent years, this technique has emerged as a powerful way to facilitate treatment personalization in clinical practice, particularly in relation to tumor detection, subtype classification, and prognostic estimation. Considerable progress has been made in a variety of pathologies such as Alzheimer disease [27], multiple sclerosis [28], lung cancer [29], breast cancer [30], and also gliomas [31]. To date, there have been a few reports on the differentiation of GBM and MET with radiomics analysis. For instance, a previous radiomics analysis study indicated that volumetric textural features from CE MRI data may satisfactorily discriminate between these two types of tumors [32]. However, this study was limited by small number of available radiomic features and small number of patients, which decreased the accuracy and creditability of the results.

To expand beyond the previous studies, we extracted a total of 1,303 radiomic features from preoperative MRI data by using PyRadiomics. To further reduce the variations in the manual segmentations between radiologists, the ICCs were calculated for each feature and only stable features were selected for further analysis [33]. We believe that these methods of image postprocessing and feature extraction in our study may supersede some of the inherent challenges of radiomics analysis.

Like any high-throughput data-mining field, the curse of dimensionality presents a challenge for radiomics analysis [34]. As depicted in Supplementary Fig. 1, the imaging subtypes derived from
unsupervised clustering could not capture the unique characteristics of different histology subtypes precisely, while feature selection methods combined with feature classification methods have mitigated the challenge of dimensionality in large datasets [16,35]. In our study, we evaluated twelve feature selection methods and seven classification methods to identify optimal radiomic machine-learning classifiers for differentiating GBM and MET. Those feature selection and classification methods were chosen in our analysis because of their simplicity, efficiency, and popularity in the field of radiomics analysis. As a result, we identified a machine-learning classifier by combining the feature selection method LASSO with the feature classification method SVM; this classifier has the highest prognostic performance with high stability in this study.

LASSO is a compression estimation method in variable selection that has been widely used for biomarker selections in high-dimensional data [36]. It constructs a more refined model by creating a penalty function, causing it to compress some coefficients while setting other coefficients to zero. In this way, dimension reduction (feature screening) is achieved and over-fitting is prevented in the process of training the model. SVM is a robust, powerful, and effective machine-learning classifier that has been predominately used in the fields of neuroimaging and molecular biology [37,38]. With the combination of these properties, the LASSO regression model and the SVM classifier collaborated excellently in the radiomics analysis. Additionally, the identified radiomics features selected by LASSO algorithm were derived from different filters and feature classes, suggesting that different categories of features could provide complementary information in distinguishing the GBM and MET. Although the biological behavior behind these radiomics features is still unclear, we suppose that these features could capture the fine radiomics characteristics of microstructure and the local environment of the tumor.

Our study has a few limitations. First, the imaging data used were acquired from multiple MRI systems with varying protocols, which may explain the model performance discrepancy in the two independent cohorts. Future studies using better quality images and consistent protocols will further improve the predictive efficiency of radiomics. Second, only CE sequences were used in our radiomics analysis since the boundaries of MET and GBM are better delineated compared to T2 sequences. Finally, although our study has a large sample size containing independent training and test cohorts, prospective studies are warranted.

In conclusion, the presented radiomic machine-learning classifier is a non-invasive tool for differentiating GBM from MET preoperatively with favorable predictive accuracy and stability. We believe that combining with machine-learning methods, radiomics analysis will improve oncology precision and clinical practice.
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